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Abstract 

Reviews are an essential thing in tourism industry. Opinion mining used for processing a massive amount of review data, so it can 
be more useful for the industry. The utilization of filtering can improve the feature extraction result from object based on opinion 
mining and can improve opinion classification result generally. However, there is no proven method yet to develop filter data 
automatically. This work applies several term weighting methods such as TF-IDF mTFIDF and BM25 to develop filter data 
automatically. The result from this research is the best term weighting method for developing filter data, that can improve the 
feature extraction and opinion mining relatively. TFIDF become the best term weighting method applied for filter data combined 
with the most frequent objects, The accuracy is 37.98%, the precision is 50.69%, the recall is 44,28%, and F-measure 47.27% for 
hotel data. Meanwhile, for restaurant data, the accuracy is 37.98%, precision is 50.69%, recall is 44.28%, and F-measure 47.27%.  
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1. Introduction 

Nowadays, tourism is a potential industry. As a renewable resource industry, tourism has a significant contribution 
to foreign exchange income. The main product of the tourism industry, besides tourism spot itself, is a hotel and 
restaurant service. These services become the primary support for tourism spot, and sometimes become the tourism 
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spot itself. Hotel and restaurant usually use reviewer website to promote their services, due to the customer behavior 
to read the review about the service before they decided to book it [1, 2].  These website using user-generated content, 
and the user can give their opinion either it good or bad about the service they booked. There are a lot of website using 
this model, such as zomato.com, foody.id, or tripadvisor.com. 

On the other hand, there is a lot of users uploading their review to this platform, and the amount is increasing 
significantly [3]. It becomes hard for the user to decide after reading a lot of reviews. Not only the user, but the 
business owner also had difficulties in proceeding all of the reviews data from the platform.   

Based on that problem, a system that can extract the review to be useful information is needed [4]. It can be 
beneficial for the user to use it; thus they can decide quickly based on the review or opinion on the review website. It 
also can help the business owner to determine whether they have to improve the service, based on the feedback from 
the user more quickly.   

Website review extraction becomes the main focus for several years, as a part of opinion mining research field. 
Researchers are trying to solve human weakness for processing a lot of opinions and extract them so that it can become 
a common understanding of some topics [5, 6]. To solve that problem, Marrese-Taylor develops an approach to 
improve Liu models [7], called aspect-based opinion mining, and implement it in the tourism domain. This method 
applied because sometimes a reviewer in the tourism domain not explicitly commenting about physical appearances 
like bed material, food ingredient, or the building materials. The reviewer sometimes mentions about intangible 
aspects like staff hospitality, restaurant ambience, or interior layout. This method never implemented in the tourism 
domain.  

Maresse-Taylor method can decide the semantic orientation of the aspect effectively, showed by precision and 
recall measurement 90% on the average. On the other hand, the result for feature extraction performance is not good, 
its only 30% for the hotel, and only 40% for the restaurant. It can happen like that because the user sometimes 
mentioned non-hotel –restaurant aspect, like the weather, time, day, or city [1]. Those words may be relevant, but it 
is not the desirable input. Sishephaputra uses filters to improve extraction result [2].  

Using filters, Sishephaputra can improve the extraction result from Maresse-Taylor experiment. His filter can 
increase frequent object extraction result, from 45.7 % to 64,69% for hotel, and from 44,82% to 64,61% for restaurant. 
This improvement happened to in common object and infrequent object extraction result, which increase from 22,33% 
to 63,02% for a hotel review, and from 21,6 % to 65,4% for the restaurant. All the sentiment classification results also 
showed more dominant improvement than the result that comes from object extraction without filters.  

The main problem in the Sisephaputra research is, there was no method to pick up terms that considered as a filter 
or not. In the previous study, the filter terms were pick up manually by an expert from a lot of sources. Therefore, it 
will depend on the expert to list the words. Main contribution of this research is to propose a new method to pick up 
the filter terms from a review corpus.  

2. Research method 

This research uses the following methods: extract review data for hotel and restaurant from TripAdvisor review, 
pre-processing method, filtering method, object-based opinion mining method, a classification method, and 
classification performance measurement method. 

Fig. 1(a) explained the method step by step. The first method is extracting review data for hotel and restaurant from 
TripAdvisor. We use the same dataset used by Maresse-Taylor and Sisephaputra, involving 100 restaurant review data 
and 100 hotel review data from TripAdvisor. This review dataset, manually tagged by expert to define its opinion 
orientation whether a positive, negative, or neutral review. For better assessment, we invite six managers from each 
industry, with more than 5 years’ experience. The second method is performing the pre-processing method, including 
tokenizing, POS Tagging, Chunking, Stopping, and Stemming using NLTK Library in Python. Third, a filtering 
method applied in the system. This method merely removes the terms that not included in the Filter Data List. 
Sishephaputra manually set the list from an expert, and collect 256 Data Filter for the restaurant, and 300 data Filter 
for the hotel. There was no specific method to obtain the Filter Data List. Consequently, the filtering method is our 
primary focus in this experiment. The fourth method is object-based opinion mining, consist of object extraction, and 
sentence orientation. Fifth, is the classification method, using Naïve Bayes, Random Forest, and Support Vector 
Machine. Sixth, analyse the performance of the object extraction, sentence orientation, and text classification. 
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Fig. 1. (a) Research Method; (b) Proposed Filtering Method. 
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in the Filter Data List is being rated by the experts, with maximum value 6 for the hotel, and maximum value 4 for 
the restaurant based on the attribute. This filter data list will be a new benchmark for this research because it has better 
justification than Sishephaputra filter data list.  
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BM25, a term weighting approach used in search engine query [13] this method uses the newest term weighting 
formula that improves TFIDF weighting.  We use the Filter Data List from each method and compare the result with 
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          Table 1. Extracted Filter Data.  
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    After Filter Data List compiled automatically from each term weighting method, object-based opinion mining 
applied. This opinion mining method consists of these following steps. First is object extraction, we take the 
combination of common object and frequent object with filter data, because of common object and filter data 
combination gain higher result in previous research. Second, object sentiment orientation method. In this step, the 
orientation of the object extracted from each sentence define whether they are positive, neutral, or negative comment 
[2]. Third, as mentioned before, we classify the review based on their orientation, using three different classification 
method. 

2.1. System overview 

Sishephaputra rebuilds Object-Based Opinion Mining System proposed by Maresse-Taylor, and we use it for our 
research. As mentioned before, we add some new filter data which is the result of four different methods into the 
system. For this research purpose, we develop some additional system, such as TFIDF weighting using Python Sklearn 
Library, mTFIDF weighting, and BM25 weighting. We are also implementing the pre-processing system separate 
from another method to make it flexible.  

2.2. Data preparation 

We use the same dataset from Maresse-Taylor that used by Sishephaputra too. 100 sentence review about 
Restaurant, and 100 sentence review about Hotel. This data taken from TripAdvisor and individually reviewing hotel 
and restaurant in Lake City, Chile. An expert tags these sentence manually and decides whether the sentence is 
positive, neutral, or negative opinion. The second dataset is a review dataset from TripAdvisor, consist of 2000 review, 
each for the restaurant and hotel. We take the data from world.data, and it's chosen randomly. 

2.3. Pre-process 

We use the same preprocess step used by Maresse-Taylor and Sisephaputra. The first step is tokenizing; all of the 
data was tokenized into terms. The second step is the part-of-speech tagging. In this step, we tag all of the term using 
the NLTK Library. For example, the system will tag the term with nouns (NN), adjective (JJ), or verb (V). It consists 
of 36 different tags. In the Chunking process, we take only noun phrase with tag (NN) (NN), or (JJ) (NN). Stopwords 
removed in Stopping process, and the noun phrase stemmed using Porter Stemmer in the last step. 

2.4. Term weighting 

Term weighting is a standard method to do aspect extraction. This method tries to find an explicit aspect like noun 
phrase from a review in a specific domain. This approach is adequate because when a user gives their review, they 
use a similar phrase [14].  Popescu et al. [15] deleting all non-aspect phrase to increase the accuracy of aspect 
extraction. Blair & Goldenshon [16] calculating noun phrase frequency from opinion sentence. Ku et al. [17] use TF-
IDF to find the frequent term in a review. Scaffidi et al. [18] try to identify aspect from phrase frequency in the review. 
These previous methods show that term weighting can be a useful approach to extracting element. In this research, we 
use the term weighting approach to choose a data filter automatically from the corpus. Each method explained below. 

2.4.1. TFIDF 
TF-IDF weighting is a common term weighting method in information retrieval and widely used for a lot of 

application [19]. We can determine the weight of each phrase in the corpus using a combination between term 
frequency and inverse document frequency in each document. As showed in the reference paper, Tf refers to term 
frequency, the raw frequency of the term in each document. N refers to the total number of documents in the corpus, 
and df is the number of the document which term t appear. 
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2.4.2. mTFIDF 
mTF is a modified term frequency weighting offered by Sabbah et al. [12]. The main idea of this method includes 

the missing term weight into the term frequency formula. The missing term defines as a term that appears in the 
corpus, but not appear in the specific document. In this new formula, the missing term from the document and the 
amount of the document that does not contain the term, affect the total weight of the term. We can use this approach 
in a document with short length like a review.  

In this scheme, the proportion of the total count of a term in all documents (denoted by Tt) to the total token count 
of the corpus (denoted by Tc) is considered. However, since Tc is usually much higher than Tt, the log of the inversed 
proportion is applied with the aid of square root of Tc for scaling the effect of massive difference between Tt and Tc. 
Also, the proportion of the length of the document (length) to Tc is considered in the normalization, when calculating 
the weight of term t in document d. The proposed modified Term Frequency is denoted by 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, however, the formula 
of 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, 𝑑𝑑is expressed as showed in the paper [12]. 

As in the standard TF formula, 𝑚𝑚𝑡𝑡 𝑚𝑚, represents the raw frequency of term t in document d (which is commonly the 
count of occurrences of the token t). However, Tt stands for the total number of raw frequency of term t in all 
documents in the collection, while Tc and length are the total number of distinctive terms in the collection (known as 
Feature Space size) and the length of document d, respectively. However, the length of a document in this formula is 
the number of distinctive tokens in the document. 

2.4.3. BM25 
BM25 formula or Okapi BM25 developed from 2-Poisson probability model by Robertson and Walker. This 

formula used by search engine to give ranking to a document, based on term relevance from search query [20]. BM25 
used for document weighting, different from term weighting like TF-IDF. But, inside BM25 formula, we can use the 
new term weighting scheme that different than TF-IDF. 

2.5. Data classification 

The method used in this research is SVM, Naive Bayes, and Random Forest. Support Vector Machine (SVM) is a 
classification algorithm that aims to find the function of the separator (hyperplane) with the largest margin, to separate 
the two data sets optimally. Text data matches the SVM algorithm as it tends to have a high dimension. The SVM 
algorithm is resilient and has accurate results [20].  

The Naive Bayes classifier is a simple probabilistic classifier based on the Bayes theorem. The naive Bayes 
classifier has the assumption that the effect of an attribute value is independent of the value of another attribute. It is 
performed to simplify the calculation, and because of that assumption, it is considered naive. The advantages of this 
algorithm are easy to implement and can work with little training data [21].   

Random forests are a combination of tree predictors such that each tree depends on the values of a random vector 
sampled independently and with the same distribution for all trees in the forest. This method uses a random selection 
of features to split each node yields error rates that compare favorably to AdaBoost but are more robust concerning 
noise. Internal estimates monitor error, strength, and correlation and these are used to show the response to increasing 
the number of features used in the splitting. Internal estimates are also used to measure variable importance. These 
ideas are also applicable to regression [22]. 

3. Result and analysis 

We use Filter Data List from Sisephaputra research, consist of 410 filter data for the hotel, and 288 filter data for 
the restaurant. We let some expert give a score based on Hotel attribute [7] and Restaurant attribute [8] to the filter 
data list and ask them to add more term to the list. As a result, Expert recommends 366 filter data for the hotel and 
227 filter data for the restaurant. This list used for benchmarking another filter data list resulted from the term 
weighting method. Filter data list also extracted automatically from another review dataset using TFIDF,mTFIDF, 
and BM25 method, collecting bigram words. Base on the weight of the term, two different frequency has taken to 
limit the data. The result is taken and implemented as a filter in object-based opinion mining, seen in Table 1 for hotel 
and Table 2 for the restaurant. 
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of 36 different tags. In the Chunking process, we take only noun phrase with tag (NN) (NN), or (JJ) (NN). Stopwords 
removed in Stopping process, and the noun phrase stemmed using Porter Stemmer in the last step. 

2.4. Term weighting 

Term weighting is a standard method to do aspect extraction. This method tries to find an explicit aspect like noun 
phrase from a review in a specific domain. This approach is adequate because when a user gives their review, they 
use a similar phrase [14].  Popescu et al. [15] deleting all non-aspect phrase to increase the accuracy of aspect 
extraction. Blair & Goldenshon [16] calculating noun phrase frequency from opinion sentence. Ku et al. [17] use TF-
IDF to find the frequent term in a review. Scaffidi et al. [18] try to identify aspect from phrase frequency in the review. 
These previous methods show that term weighting can be a useful approach to extracting element. In this research, we 
use the term weighting approach to choose a data filter automatically from the corpus. Each method explained below. 

2.4.1. TFIDF 
TF-IDF weighting is a common term weighting method in information retrieval and widely used for a lot of 

application [19]. We can determine the weight of each phrase in the corpus using a combination between term 
frequency and inverse document frequency in each document. As showed in the reference paper, Tf refers to term 
frequency, the raw frequency of the term in each document. N refers to the total number of documents in the corpus, 
and df is the number of the document which term t appear. 
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2.4.2. mTFIDF 
mTF is a modified term frequency weighting offered by Sabbah et al. [12]. The main idea of this method includes 

the missing term weight into the term frequency formula. The missing term defines as a term that appears in the 
corpus, but not appear in the specific document. In this new formula, the missing term from the document and the 
amount of the document that does not contain the term, affect the total weight of the term. We can use this approach 
in a document with short length like a review.  

In this scheme, the proportion of the total count of a term in all documents (denoted by Tt) to the total token count 
of the corpus (denoted by Tc) is considered. However, since Tc is usually much higher than Tt, the log of the inversed 
proportion is applied with the aid of square root of Tc for scaling the effect of massive difference between Tt and Tc. 
Also, the proportion of the length of the document (length) to Tc is considered in the normalization, when calculating 
the weight of term t in document d. The proposed modified Term Frequency is denoted by 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, however, the formula 
of 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, 𝑑𝑑is expressed as showed in the paper [12]. 

As in the standard TF formula, 𝑚𝑚𝑡𝑡 𝑚𝑚, represents the raw frequency of term t in document d (which is commonly the 
count of occurrences of the token t). However, Tt stands for the total number of raw frequency of term t in all 
documents in the collection, while Tc and length are the total number of distinctive terms in the collection (known as 
Feature Space size) and the length of document d, respectively. However, the length of a document in this formula is 
the number of distinctive tokens in the document. 

2.4.3. BM25 
BM25 formula or Okapi BM25 developed from 2-Poisson probability model by Robertson and Walker. This 

formula used by search engine to give ranking to a document, based on term relevance from search query [20]. BM25 
used for document weighting, different from term weighting like TF-IDF. But, inside BM25 formula, we can use the 
new term weighting scheme that different than TF-IDF. 

2.5. Data classification 

The method used in this research is SVM, Naive Bayes, and Random Forest. Support Vector Machine (SVM) is a 
classification algorithm that aims to find the function of the separator (hyperplane) with the largest margin, to separate 
the two data sets optimally. Text data matches the SVM algorithm as it tends to have a high dimension. The SVM 
algorithm is resilient and has accurate results [20].  

The Naive Bayes classifier is a simple probabilistic classifier based on the Bayes theorem. The naive Bayes 
classifier has the assumption that the effect of an attribute value is independent of the value of another attribute. It is 
performed to simplify the calculation, and because of that assumption, it is considered naive. The advantages of this 
algorithm are easy to implement and can work with little training data [21].   

Random forests are a combination of tree predictors such that each tree depends on the values of a random vector 
sampled independently and with the same distribution for all trees in the forest. This method uses a random selection 
of features to split each node yields error rates that compare favorably to AdaBoost but are more robust concerning 
noise. Internal estimates monitor error, strength, and correlation and these are used to show the response to increasing 
the number of features used in the splitting. Internal estimates are also used to measure variable importance. These 
ideas are also applicable to regression [22]. 

3. Result and analysis 

We use Filter Data List from Sisephaputra research, consist of 410 filter data for the hotel, and 288 filter data for 
the restaurant. We let some expert give a score based on Hotel attribute [7] and Restaurant attribute [8] to the filter 
data list and ask them to add more term to the list. As a result, Expert recommends 366 filter data for the hotel and 
227 filter data for the restaurant. This list used for benchmarking another filter data list resulted from the term 
weighting method. Filter data list also extracted automatically from another review dataset using TFIDF,mTFIDF, 
and BM25 method, collecting bigram words. Base on the weight of the term, two different frequency has taken to 
limit the data. The result is taken and implemented as a filter in object-based opinion mining, seen in Table 1 for hotel 
and Table 2 for the restaurant. 
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Table 2. Hotel Object Extraction. 

Object Extraction Type  Accuracy Precision Recall F-Measure 

Frequent Expert 38.74% 64.49% 43.52% 51.97% 

Frequent TFIDF >5 37.57% 48.87% 44.35% 46.5% 

Frequent TFIDF>10 37.98% 50.69% 44.28% 47.27% 

Frequent mTFIDF >30 37.31% 50.31% 43.06% 46.4% 

Frequent mTFIDF>10 37.20% 50.20% 42.28% 45.27% 

Frequent BM25 >35 37.45% 50.37% 43.12% 46.7% 

Frequent BM25>40 37.30% 50.35% 43.09% 46.5% 

Table 3. Restaurant Object Extraction. 

Object Extraction Type  Accuracy Precision Recall F-Measure 

Frequent Expert 38.74% 64.49% 43.52% 51.97% 

Frequent TFIDF >5 37.57% 48.87% 44.35% 46.5% 

Frequent TFIDF>10  37.98% 50.69% 44.28% 47.27% 

Frequent mTFIDF >30 37.31% 50.31% 43.06% 46.4% 

Frequent mTFIDF>10  37.20% 50.20% 42.28% 45.27% 

Frequent BM25 >35 37.45% 50.37% 43.12% 46.7% 

Frequent BM25>40 37.30% 50.35% 43.09% 46.5% 

 
In the object extraction process (see Table 4 to Table 7), we took one better result from each method, which means 

TFIDF that have weight bigger than 10, mTFDIF that have weight bigger than 30, and BM25 bigger than 35. It showed 
that TFIDF gets a better result than mTFIDF and BM25 approach, but not really significant. TFIDF, BM25, and 
mTFIDF was a term weighting based on term frequency and document frequency combination, with some 
modification for a special case. All of the formula depends on the term frequency and neglect the semantic factors 
inside the text. That formula characteristic similarity causing the insignificant result differences among them. The 
object extraction result affects the classification process. We found that all term weighting approach gives similar 
classification result.  Hotel category process showed that mTFIDF and BM25 give a better result than TFIDF, but 
there was no significant difference. The similar result came from restaurant data, with mTFIDF and BM25 give a 
better result than TFIDF, but there was no significant difference.             

          Table 4. Classification Results Expert. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 92.5 % 93% 92.6% 92.3% 97.9% 

SVM 81.87% 70% 81.9% 75.3% 81.6% 

RF 93.6% 93.7% 93.7% 93.6% 98.6% 

 Restaurant 

Naïve Bayes 91.8% 92.2% 91.8% 91.1% 97.3% 

SVM 86.5% 78.7% 86.6% 82% 85.5% 

RF 94.6% 94.6% 94.7% 94.5% 98.6% 
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           Table 5. Classification Results TFIDF. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 91.1% 91.17% 91.2% 90.9% 96.8% 

SVM 80.2% 68.4% 80.2% 73.2% 79.6% 

RF 91.06% 91.3% 91.1% 91.1% 98.1% 

 Restaurant 

Naïve Bayes 91.06% 91.4% 91.1% 90.3% 96.7% 

SVM 85.74% 77.5% 85.7% 80.9% 83.9% 

RF 93.5% 93.5% 93.5% 93.3% 97.9% 

 

                    Table 6. Classification Results mTFIDF. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 91.3% 92% 91.4% 91.1% 97.1% 

SVM 80.3% 68.7% 80.4% 73.4% 79.7% 

RF 92.2% 92.4% 92.2% 92.2% 98.4% 

 Restaurant 

Naïve Bayes 91.06% 91.3% 91.1% 90.3% 96.6% 

SVM 85.53% 77% 85.5% 80.6% 83.8% 

RF 93.6% 93.6% 93.6% 93.3% 98% 

 

                                              Table 7. Classification Results BM25. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 91.3% 91.9% 91.3% 91% 97% 

SVM 80.2% 68.7% 80.3% 73.3% 79.7% 

RF 92% 92.2% 92.1% 92.1% 98.3% 

 Restaurant 

Naïve Bayes 91.27% 91.4% 91.3% 90.6% 96.6% 

SVM 85.6% 77.3% 85.6% 80.8% 83.9% 

RF 93.5% 93.6% 93.5% 93.2% 97.7% 

 

4. Conclusion and future research 

In In this research, we try to find a method to gather a filter data list to improve object based opinion mining. We 
implement three different term weighting method to improve previous research which didn't propose any method to 
gather filter data list. The result showed that TFIDF is the best term weighting method for object extraction, but not 
significantly exceed mTFIDF and BM2. We expect this result before because TFIDF used widely in many research 
come out with the best result. Likewise, BM25 and mTFIDF formula also based on term frequency and document 
frequency. As a result of that, mTFIDF and BM25 give better result in the classification process with minimal 
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Table 2. Hotel Object Extraction. 

Object Extraction Type  Accuracy Precision Recall F-Measure 

Frequent Expert 38.74% 64.49% 43.52% 51.97% 

Frequent TFIDF >5 37.57% 48.87% 44.35% 46.5% 

Frequent TFIDF>10 37.98% 50.69% 44.28% 47.27% 

Frequent mTFIDF >30 37.31% 50.31% 43.06% 46.4% 

Frequent mTFIDF>10 37.20% 50.20% 42.28% 45.27% 

Frequent BM25 >35 37.45% 50.37% 43.12% 46.7% 

Frequent BM25>40 37.30% 50.35% 43.09% 46.5% 

Table 3. Restaurant Object Extraction. 

Object Extraction Type  Accuracy Precision Recall F-Measure 

Frequent Expert 38.74% 64.49% 43.52% 51.97% 

Frequent TFIDF >5 37.57% 48.87% 44.35% 46.5% 

Frequent TFIDF>10  37.98% 50.69% 44.28% 47.27% 

Frequent mTFIDF >30 37.31% 50.31% 43.06% 46.4% 

Frequent mTFIDF>10  37.20% 50.20% 42.28% 45.27% 

Frequent BM25 >35 37.45% 50.37% 43.12% 46.7% 

Frequent BM25>40 37.30% 50.35% 43.09% 46.5% 

 
In the object extraction process (see Table 4 to Table 7), we took one better result from each method, which means 

TFIDF that have weight bigger than 10, mTFDIF that have weight bigger than 30, and BM25 bigger than 35. It showed 
that TFIDF gets a better result than mTFIDF and BM25 approach, but not really significant. TFIDF, BM25, and 
mTFIDF was a term weighting based on term frequency and document frequency combination, with some 
modification for a special case. All of the formula depends on the term frequency and neglect the semantic factors 
inside the text. That formula characteristic similarity causing the insignificant result differences among them. The 
object extraction result affects the classification process. We found that all term weighting approach gives similar 
classification result.  Hotel category process showed that mTFIDF and BM25 give a better result than TFIDF, but 
there was no significant difference. The similar result came from restaurant data, with mTFIDF and BM25 give a 
better result than TFIDF, but there was no significant difference.             

          Table 4. Classification Results Expert. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 92.5 % 93% 92.6% 92.3% 97.9% 

SVM 81.87% 70% 81.9% 75.3% 81.6% 

RF 93.6% 93.7% 93.7% 93.6% 98.6% 

 Restaurant 

Naïve Bayes 91.8% 92.2% 91.8% 91.1% 97.3% 

SVM 86.5% 78.7% 86.6% 82% 85.5% 

RF 94.6% 94.6% 94.7% 94.5% 98.6% 
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           Table 5. Classification Results TFIDF. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 91.1% 91.17% 91.2% 90.9% 96.8% 

SVM 80.2% 68.4% 80.2% 73.2% 79.6% 

RF 91.06% 91.3% 91.1% 91.1% 98.1% 

 Restaurant 

Naïve Bayes 91.06% 91.4% 91.1% 90.3% 96.7% 

SVM 85.74% 77.5% 85.7% 80.9% 83.9% 

RF 93.5% 93.5% 93.5% 93.3% 97.9% 

 

                    Table 6. Classification Results mTFIDF. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 91.3% 92% 91.4% 91.1% 97.1% 

SVM 80.3% 68.7% 80.4% 73.4% 79.7% 

RF 92.2% 92.4% 92.2% 92.2% 98.4% 

 Restaurant 

Naïve Bayes 91.06% 91.3% 91.1% 90.3% 96.6% 

SVM 85.53% 77% 85.5% 80.6% 83.8% 

RF 93.6% 93.6% 93.6% 93.3% 98% 

 

                                              Table 7. Classification Results BM25. 

Classifier Hotel 

Acc Prec Rec F-Meas ROC 

Naïve Bayes 91.3% 91.9% 91.3% 91% 97% 

SVM 80.2% 68.7% 80.3% 73.3% 79.7% 

RF 92% 92.2% 92.1% 92.1% 98.3% 

 Restaurant 

Naïve Bayes 91.27% 91.4% 91.3% 90.6% 96.6% 

SVM 85.6% 77.3% 85.6% 80.8% 83.9% 

RF 93.5% 93.6% 93.5% 93.2% 97.7% 

 

4. Conclusion and future research 

In In this research, we try to find a method to gather a filter data list to improve object based opinion mining. We 
implement three different term weighting method to improve previous research which didn't propose any method to 
gather filter data list. The result showed that TFIDF is the best term weighting method for object extraction, but not 
significantly exceed mTFIDF and BM2. We expect this result before because TFIDF used widely in many research 
come out with the best result. Likewise, BM25 and mTFIDF formula also based on term frequency and document 
frequency. As a result of that, mTFIDF and BM25 give better result in the classification process with minimal 
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differences. In conclusion, this work has successfully proposed the method to gather filter data list to improve object 
based opinion mining.  

For future research, the main objective is to find another method to gather the filter data, such as semantic similarity, 
and compare the result with filter data from term weighting. We also suggest to let the expert reassess each term 
weighting result using the same criteria they used before, thus we can have expert justification over the automatic 
result comprehensively. 
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